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ABSTRACT
Wikipedia is commonly used as a proving ground for research in
collaborative systems. This is likely due to its popularity and scale,
but also to the fact that large amounts of data about its formation
and evolution are freely available to inform and validate theories
and models of online collaboration. As part of the development
of such approaches, revert detection is often performed as an im-
portant pre-processing step in tasks as diverse as the extraction of
implicit networks of editors, the analysis of edit or editor features
and the removal of noise when analyzing the emergence of the con-
tent of an article. The current state of the art in revert detection is
based on a rather naïve approach, which identifies revision dupli-
cates based on MD5 hash values. This is an efficient, but not very
precise technique that forms the basis for the majority of research
based on revert relations in Wikipedia. In this paper we prove that
this method has a number of important drawbacks - it only detects
a limited number of reverts, while simultaneously misclassifying
too many edits as reverts, and not distinguishing between complete
and partial reverts. This is very likely to hamper the accurate in-
terpretation of the findings of revert-related research. We introduce
an improved algorithm for the detection of reverts based on word
tokens added or deleted to adresses these drawbacks. We report on
the results of a user study and other tests demonstrating the con-
siderable gains in accuracy and coverage by our method, and argue
for a positive trade-off, in certain research scenarios, between these
improvements and our algorithm’s increased runtime.

Categories and Subject Descriptors
H.5 [Information Interfaces and Presentation]: Group and Orga-
nization Interfaces—Collaborative computing, Computer-supported
cooperative work, Web-based interaction; H.1 [Models and Prin-
ciples]: User/Machine Systems—Human factors
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Wikipedia, revert detection, editing behavior, user modeling, col-
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1. INTRODUCTION
Wikipedia is a prime example of what can be achieved by mass

collaboration on the Web. Its open, participatory policies supported
by user-friendly collaboration technology have encouraged millions
of Internet users to turn into Wikipedia editors, and dedicate them-
selves to the creation and continuous improvement of what has be-
come the world’s largest (online) encyclopedia. The same princi-
ples guide Wikipedia’s handling of information, enabling and in-
spiring a great number of research studies about its content, com-
munity and processes, which lead to new insights in the fields of
collaborative systems and user behavior. In addition to its primary
content, Wikipedia grants free access to a huge amount of histori-
cal metadata concerning a large share of its editing activities.1 This
wealth of resources, including detailed usage and edit logs, are of-
ten used by scholars to inform and validate their theories and mod-
els of online collaboration.2

One of the basic tools when analyzing Wikipedia editor behav-
ior is referred to as ‘revert detection’, which is typically defined as
the task of finding edits that undo one or more previous edits (a
full discussion about the notion of a revert is given in Section 2).
In practice, and taking into account the very nature of the editing
process in Wikipedia, revert detection forms a foundational step for
many (more elaborated) research ideas, and its purposeful handling
leads to a superior understanding of wiki-like systems of collabora-
tion in general. It is used as input and filter for a variety of analysis
tasks, including the extraction of implicit networks of editors, the
analysis of edit or editor features that influence the chance of a
given edit to be reverted, and the removal of noise when analyzing
the emergence of the content of an article.

Despite its importance as a pre-processing step, most research
work capitalizing on reverts-related information relies on a rather
naïve revert-detection approach. In a nutshell, the approach discov-
ers identical revisions of an article based on the MD5 hash values
of the corresponding changes, and considers all edits lying between
two consecutive revision duplicates as being reverted. Although
its coarseness is discussed in some work (see Section 3), the ex-
tend of its oversimplification of revert behavior has not yet been
acknowledged in its full range of implications. We argue that this
approach is neither sound nor complete; it detects only a (in some
cases very limited, see Section 5) share of the actual reverts - as
they are defined and understood in Wikipedia editing practice, cf.
Section 2 - and falsely classifies many co-occurring editing activi-
ties as reverts, thus leading to lower-quality analysis data which is

1A small number of edits is not made available due to legal reasons
such as, for instance, copyright laws.
2The datasets are available at http://download.

wikimedia.org.

http://download.wikimedia.org
http://download.wikimedia.org


very likely to hamper the accurate interpretation of the findings of
Wikipedia-related research in areas as those mentioned earlier.

In this paper, we introduce an algorithm improving the detection
of reverts in terms of accuracy and coverage. This is achieved by
comparing edits based on the actions they perform, which are mea-
sured by means of the word tokens they add or delete.3 To evalu-
ate its performance against the naïve approach currently in use, we
conducted a user study and other tests, which clearly provide ev-
idence of significant gains in accuracy and coverage, in particular
when considering full (as opposed to partial, see Section 2) reverts
giving substance to in-depth studies of editing behavior at the level
of individual articles.

The remainder of this paper is organized as follows. Section 2
first introduces the terminology used in the paper, elaborating on
the definition of reverts and edits, and motivating the need for re-
visiting revert detection in Wikipedia. Section 3 gives an overview
of the current state of the art in the field and discusses the defi-
ciencies of existing approaches in more detail. Section 4 explains
our revert-detection algorithm. Section 5 presents the results of the
evaluation, including the positive trade-off between the benefits in
accuracy and coverage achieved by the improved method and its
potentially increased computational costs compared to the baseline
approach. The paper is concluded by a summary of the findings and
an outline of planned future work in Sections 6 and 7, respectively.

2. REVERTS AS BASIS FOR
USER BEHAVIOR MODELING

In the official Wikipedia guidelines the definition of a ‘revert’
reads as follows: “Reverting means undoing the effects of one or
more edits, which normally results in the page being restored to a
version that existed sometime previously. More broadly, reverting
may also refer to any action that reverses the actions of other ed-
itors, in whole or in part.”4 Text passages from other Wikipedia
pages concur with this definition, see “A revert means undoing the
actions of another editor.” on the Wikipedia:Edit_warring page.5

The notion of a ‘revert’ is further discussed and established in the
following section. Furthermore, we would like to define a set of
basic terms used in the remainder of this paper as follows:

• An ‘edit’ is the act of changing the content of an article fol-
lowed by saving these changes to a new version of the article.

• A ‘revision’ is a version of the article created by an edit. That
is, edit 1 creates revision 1, edit 2 creates revision 2, and so
on.

• A ‘reverting edit’ is an edit that carries out a revert, i.e., re-
verts one or more other edits.

• A ‘reverted edit’ is an edit whose changes to an article are
undone partly or completely by a reverting edit ex post. The
article version that is changed by the reverting edit is the ‘re-
verted revision’.

3The algorithm is available for further usage by inter-
ested researchers at http://people.aifb.kit.edu/ffl/
reverts/

4
http://en.wikipedia.org/wiki/Wikipedia:

Reverting, also compare http://en.wikipedia.org/

wiki/Help:Reverting (accessed 13.09.11, bold from
original, italics added).
5
http://en.wikipedia.org/wiki/Wikipedia:

Edit_warring (accessed 13.09.11, italics added).

Within Wikipedia, reverting can be carried out in different ways:6

1. Manual reverting, which means deleting text from or adding
text to an article by hand.

2. Activating the ‘undo’ button next to an edit in the article his-
tory dialog. It enables to undo the actions performed by only
that specific edit.

3. Using the ‘rollback’ feature, which immediately reverts all
top consequent edits made by the last editor, going back to
a previous version of the corresponding article. It is avail-
able to administrators and editors who have been explicitly
granted the right to use this function.

Article editing is one of the most frequent user activities in Wiki-
pedia. As of September 2011, 10.9 million edits are made on a
monthly basis, with 3.5 million alone in the English Wikipedia.7

The edits logged in the Wikipedia article-history dumps provide a
rich footprint of previous and ongoing user activities, which can be
leveraged in a variety of behavioral studies. The research reported
here is based on data from the English Wikipedia. However, the
method we present should be applicable to most other language
Wikipedia’s, provided a means to split Wikitext into word tokens,
which are the unit on which our method operates.

Editing in Wikipedia refers to the actual encyclopedic articles,
to the pages discussing other aspects of the overall collaborative
project, as well as to the talk pages associated with the articles. In
our work we focus on the first of the three Wikipedia-namespaces,
due to its predominance in Wikipedia-related research.8 For each
edit the system logs a variety of metadata, including the name and
ID of the article, the date- and timestamp, the username or IP of the
editor, the content of the revision in wiki syntax, and a short com-
ment. However, there is much more, potentially relevant insight to
be gained by looking at indirectly gathered information; in particu-
lar, to analyze the social dynamics among editors, it is essential to
study their (direct or indirect) inter-actions in terms of, for instance,
specific user activities and their effects on the activities of other
users. There are a few user actions that potentially inform such edi-
tor relations and can be derived from the editing logs available. One
of the most prominent examples is probably ‘co-editing’, which
refers to editing by multiple editors that content-wise steers an arti-
cle in a similar direction: for example, two editors making edits that
introduce similar statements into an article in different subsections.
Nevertheless, measuring this type of activities assumes knowledge
of the actual meaning of the edits undertaken, in order to identify
those which are in agreement with the overall direction of the arti-
cle. By contrast, reverts may reliably yield evidence of the relation
of the actions (edits) of editors indirectly, even without having to
take into account the semantics of the content. Let us illustrate
how inferences about editor interrelations could be drawn based on
rather shallow knowledge of the content of an edit through a sim-
ple example: If edit 1 establishes an article consisting only of the
6
http://en.wikipedia.org/wiki/Help:Reverting,

(accessed 13.09.11)
7
http://stats.wikimedia.org/reportcard/

RC_2011_09_detailed.html and http://stats.

wikimedia.org/EN/TablesDatabaseEdits.htm (both
accessed 03.11.2011).
8Reverts in the discussion namespace are rare as the goal is not to
produce a single collaborative piece of content. For other names-
paces of Wikipedia besides articles, the question of how to model
reverts, in particular the applicability of an approach analogue to
the one which is subject of this paper, remains to be investigated in
future work.

http://people.aifb.kit.edu/ffl/reverts/
http://people.aifb.kit.edu/ffl/reverts/
http://en.wikipedia.org/wiki/Wikipedia:Reverting
http://en.wikipedia.org/wiki/Wikipedia:Reverting
http://en.wikipedia.org/wiki/Help:Reverting
http://en.wikipedia.org/wiki/Help:Reverting
http://en.wikipedia.org/wiki/Wikipedia:Edit_warring
http://en.wikipedia.org/wiki/Wikipedia:Edit_warring
http://en.wikipedia.org/wiki/Help:Reverting
http://stats.wikimedia.org/reportcard/RC_2011_09_detailed.html
http://stats.wikimedia.org/reportcard/RC_2011_09_detailed.html
http://stats.wikimedia.org/EN/TablesDatabaseEdits.htm
http://stats.wikimedia.org/EN/TablesDatabaseEdits.htm


word apple’, edit 2 adds ‘pie’ after apple’ and edit 3 deletes only
the word ‘pie’, we can conclude intuitively that edit 3 deleted the
content introduced by edit 2. If these were edits by two different
editors, we can further assume that the editor of edit 3 wanted to
delete the content introduced by the editor of edit 2 without con-
sidering the meaning conveyed by the words that are added and
deleted in the process.

As briefly explained through the example above, reverts are rela-
tively easy to extract and interpret compared to other types of edit-
ing activities, while providing an essential insight into the behavior
of editors. A number of works on Wikipedia have been using re-
verts as a metric in their studies, be it on general trends involving
reverts [16], correlation of the chances of getting reverted with spe-
cific editor or edit characteristics [7], using reverts as an indicator
of damage repair and vandalism fighting [10, 13], or considering
them in some other ways when analyzing editing behavior [8]. By
looking into the user interaction modeled through the detected re-
verts and combining the reverts with additional data generated from
the article history and other available sources, it is possible to ex-
tract the behavioral interrelations of editors in various ways, for
instance by building a social network graph of editors inside an ar-
ticle, as it has been done by Kittur et al.[11]. In the case of social
network modeling, it is especially important to not only detect who
was reverted or who was reverting, but also who was reverted by
whom, i.e., to model the antagonistic dynamics in an article on a
detailed and accurate level to unveil the fine-grained conflicts and
interrelations between users.

Data quality is always a relevant issue when it comes to inter-
preting reverts, but it is essential in making sense of the social dy-
namics a the level of individual articles, which can sometimes mean
interpreting conflicts among only a handful of users who influence
the direction of the entire article. We specifically aim to devise
a revert detection method that is suited to deliver data to under-
stand and model these intra-article socio-technical mechanisms in
Wikipedia, as discussed in earlier work of ours [6]. Achieving this
aim poses, however, higher demands on the quality of the method
as is currently delivered by available techniques, as a large number
of false-positives and -negatives in the results might lead to grave
misinterpretations of editor relations. We give examples for this in
Section 3. It is for these reasons necessary to be able to rely on the
accuracy and completeness of the identification of edits as ‘reverts’.
This, in turn, requires a precise and purposeful notion of what a ‘re-
vert’ is, and a revision of existing methods operationalizing revert
detection to accommodate this theoretical understanding.

3. STATE-OF-THE-ART IN
REVERT DETECTION

Wikipedia-related research using reverts as a metric [5, 7, 8, 11,
13, 16, 12] almost invariably deems only so called ‘identity reverts’
as an appropriate means to investigate revert behavior.9 This ap-
proach relies on finding two revisions containing exactly the same
content via MD5 hashes [15].10 Subsequently, all edits lying be-
tween two identical revisions are considered as reverted, with the
9There is some other work that identifies reverts solely based on
regular expressions (e.g., using keywords such as ‘rv’,‘revert’) in
edit comments, calling it a ‘reasonable proxy’ for revert detection
[10] (also [9]). But this is to be neglected here as the work cited
as source for this statement clearly states that “MD5 (identity) re-
verts actually capture more revisions than user-labeled (comment)
reverts (3.7M vs. 2.4M), suggesting that a substantial number of
reverts are not labeled as such” [11].

10The MD5 hash sum is commonly used to check if two file or text
contents are identical.

second identical revision as the reverting edit, and the first one as
the one reverted to. As defined by Halfaker et al. in [7]: “A re-
vert is a special kind of edit that restores the content of an article
to a previous revision by removing the effects of intervening ed-
its.”. Table 1 shows an example of how reverts are detected in this
manner.

Beside such work using identic revisions to detect reverts, there
is research discussing types of reverts and actions to be considered
reverts more in-depth, as well as the implications and complexity
of reverts in Wikipedia (e.g. [14]). But those publications do not
introduce an algorithm evaluated to detect reverts in a more ac-
curate way. The work by Adler, Chatterjee and de Alfaro [1, 2]
implements very elaborated approaches for keeping track of addi-
tion and removal of words in an article by different editors. But it
is neither aimed at, nor evaluated in respect to precisely detecting
revert relations between editors.

Where used in the research literature mentioned above, the basic
identity revert detection method (SIRD) is never explicitly ex ante
motivated by a theoretical concept of revert behavior or by any def-
inition established by the Wikipedia editor community. Rather, the
motivation for using SIRD as stated (representatively) by Halfaker
et al. is that it “is computationally simple and determining exactly
which editors’ revisions were lost due to the revert is straightfor-
ward.” [7]. The underlying (implicit) notion of what a revert is can
be seen as a simplification of how Wikipedia defines the concept
(“[...]which normally results in the page being restored to a ver-
sion that existed sometimes previously.”, see Section 2). It does
not require the reverting edit to actually undo the actions of an edit
identified as reverted (compare the indicated revert of edit 4 by edit
5 in Table 1). As such the revert detection method is also not able
to make distinctions concerning the relationship between revert-
ing and reverted edit: It is not possible to indicate if the reverting
edit fully, partly or not at all undid the actions of the reverted edit
(again, compare the example in Table 1). It also does not require
the intention of the reverting edit to revert any other edit.

SIRD supposedly detects most of the existing reverts: Kittur et
al. showed that by combining a method based on edit comments,
(looking for the keywords ‘revert’ and ‘rv’) and SIRD, 95% of the
reverting edits found as a result could be found using only identity
reverts [11].11 In a number of subsequent papers [7, 13, 16], this
finding was used to conclude that the mere 5% additional reverting
edits found by looking at comments do not justify the effort of using
this additional source of information on top of the SIRD method.
Still, to our knowledge, there was no dedicated investigation so far
if other detection methods might find even more reverts,12 as many
users do not attach comments to their edits [11, 13, 16] and MD5
hashes cannot be used to find partial reverts that do not produce
identical revisions [7].

In terms of a ‘real-world-check’ of the conceptualization under-
lying the SIRD method, there has not been any testing of the false-
positive-rate of the delivered results, in the sense of evaluating it

11In the paper, the authors refer to such edit pairs as the found ‘re-
verts’ while actually they report the number of found reverting edits
that either have an identical previous version or a comment men-
tioning the two keywords [11]. Where identified by comments, it
cannot be in all cases concluded what revisions were actually re-
verted when there is no identical version (i.e., in the case of a par-
tial revert) and no indicator in the comment (e.g., in the case of a
comment consisting only of one of the keywords).

12 Ekstrand et al. [5] compared cosine similarity and adoption co-
efficient approaches with the SIRD for finding revision history
"trees". They come to the conclusion that the SIRD algorithm is a
better solution for representing revision relationships than the other
two approaches.



Table 1: Example of the result of the simple identity revert detection method
Edit Revision content Words deleted/added MD5 hash Detected reverts

number (text) (actions taken) in the edit (simplified)
1 Zero +‘Zero’ Hash1 (Reverted-to by edit 5)
2 Zero Apple Banana +‘Apple’ +‘Banana’ Hash2 Reverted by edit 5
3 Zero Apple Banana Coconut Date +‘Coconut’ +‘Date’ Hash3 Reverted by edit 5
4 Zero Coconut Date -‘Apple’ -‘Banana’ Hash4 Reverted by edit 5
5 Zero -‘Coconut’ -‘Date’ Hash1 Reverting edits 2, 3, 4

against the Wikipedia definition of a revert or what is perceived as
a revert by Wikipedia users. This means there was no evaluation,
for instance, if the actions of identified reverted edits are really un-
done in subsequent reverting edits. This is a crucial issue especially
in the light of the very simplistic, technology-driven definition of
a revert the SIRD method implicitly builds upon. Although we
know of at least one analysis toolkit (pyMWDat)13 that extends to
some degree the above described basic definition of reverting and
reverted edits, we are so far not aware of an elaborate and working
algorithm modeling revert behavior, which is designed to capture
reverts based on a more realistic definition of how reverting and
reverted edits are related.14

The inability of the SIRD method to detect reverts that do not
create a duplicate revision is acknowledged by Priedhorsky et al.,
who state that beside the identity revert exists the “effective re-
vert, where the effects of prior edits are removed (perhaps only
partially).” [13]. Such cases cannot be fully detected using only
MD5 hashes [7]. In Table 1, this is exemplified by the actions of
revision 4, which deletes all words introduced by revision 2, while
still generating a completely new revision content. Intuitively, one
could say that revision 4 is effectively reverting revision 2, as it un-
does all its actions; this interpretation conforms with the Wikipedia
revert definition. The SIRD method, however, will not detect the re-
vert relationship in this way, but instead, as shown in the example,
detect revision 5 as reverting revision 2, because it (incidentally)
lies between two identical revisions. In a scenario where revision
5 would be non-identical to revision 1, the method would not even
detect any revert of revision 2. This illustrates the logical inconsis-
tencies of the conceptual model on which SIRD implicitly operates.
Note that this is only one of a number of many example scenarios
in an edit history we found, where the SIRD method leads to a
questionable result. Additional examples are given in Section 4.

The coarseness of SIRD is further discussed by Priedhorsky et
al. [13], who note that understanding and taking into account the
intention of a revert is challenging (and thus not feasible), while
the method already covers one of the most common types of re-
verts (producing identical revisions) at an, arguably, sufficient level
of quality. This statement is, however, neither proved, nor is it nec-
essary an acceptable argument considering the current features of
Wikipedia: The manual revert and the undo feature as accessible to
common registered Wikipedians do not automatically generate an
identical revision, but can, and presumably often do, generate par-
tial reverts. This leads to the likely assumption that they make up
the vast majority of non-bot reverts. The rollback feature, which

13Available at http://code.google.com/p/pymwdat/

(accessed on 06.11.11)
14As noted in the documentation of the tool, pyMWDat works as the
described by SIRD method, but differentiates between the revisions
marked as ‘reverted’, in other words, those made by the first editor
after the ‘reverted-to’ revision is marked as ‘possible vandalism’,
while the remaining reverted edits are classified as a separate group
of ‘good-will edits’.

undoes all edits after a specified revision, on the other hand, is
available only to a few editors with the corresponding access rights,
including administrators.

As a conclusion, when setting the Wikipedia revert definition as
a benchmark for the understanding of revert behavior in current
Wikipedia editing practice, the coverage (finding all actual reverts)
and accuracy (finding only true-positives) of the SIRD method are
suboptimal. Edits are always and only detected as reverted if they
lie between two identical revisions for reasons which are not further
taken into account. This has a number of important consequences:

• Edit pairs are detected as reverts that cannot be seen as re-
verts when compared to known edit behavior in Wikipedia
and the general understanding of editing practice of the con-
tributors;

• there might be many reverts still to be found by untested
methods; and

• for those reverts that are found by the current approach, it
cannot be distinguished to which extent a revert took place
(full revert, 20%, 70% partial revert, and so on).

Partial reverts are more complicated to use in modeling social
interactions than full reverts; for the latter, it is at least known that
all actions of an editor have been undone, while for the former, the
range of possible interpretations of the revert action is compara-
tively much wider.15 When using the results of a revert analysis in
scientific work, it should therefore at least be possible to in- or ex-
clude partial reverts or select down to which degree of undoing the
detected edits should be treated as reverts. This applies in particular
to those scenarios where a thorough analysis based on a compara-
tively smaller data corpus is of interest, such as the editing behavior
in one specific Wikipedia article. These scenarios motivated the de-
velopment of the method presented in the next section.

4. AN IMPROVED REVERT DETECTION
METHOD

4.1 Revert definition
The first step towards devising a more accurate revert detection

method was to establish a clear conceptual foundation of what a
revert is, followed by an algorithm that detects all and only those
edits that fit the corresponding definition.

The Wikipedia revert definition was used as a reference point,
as it states what actions constitute a revert as a behavior of an ed-
itor, and as it is grounded in the common editing practice of the
Wikipedia community. For assessing the results of our method ver-
sus SIRD, we gave priority to detecting edits that are

15To give an example, the removal of a word from a 600-word-entry
could mean only a small correction, while adding the word ‘not’ in
a certain position could change the meaning of the whole entry.

http://code.google.com/p/pymwdat/


1. No false-positives, i.e., only reverts fitting the used defini-
tion; and

2. Full reverts, as only for those edits we can safely assume
they were fully undone and thus unambiguously indicate an
reverted-reverting relationship to be leveraged in social-graph-
modeling and interpreting the results.16

According to these pre-requisites and taking into account what
kind of data can be reliably used to identify reverts, the following
definition was set up:

“An edit A is reverted if all of the actions of that edit are com-
pletely undone in one subsequent edit B. Edit B has then reverted
edit A.”

Note that this definition does not rule out that edit B performs
other actions on top of undoing A’s actions or the actions by a
number of different edits (for an example see Table 2, where edit
8 is reverting edits 6 and 7). In addition, if A’s actions have been
undone only partially, this is not counted as a partial revert accord-
ing to the used definition. Accordingly, if all of A’s actions have
been undone in a collective effort by many partly reverts, A is not
counted as reverted (although all its actions were undone) An ex-
ample is given in Table 2 (edits 9 to 11 are not reverting edit 8).
This is due to the fact that, in this case, it would not be possible to
assign a single reverting edit B, and thus not unambiguously deter-
mine the reverting and the reverted edit in every case. Those two
restrictions do not comply with the Wikipedia concept of a revert,
as it comprises partial reverts as well. Still, they were introduced to
account for the aforementioned prerequisites. In doing so, our ap-
proach trades some of its coverage (of detecting all reverts as stated
in the Wikipedia definition) for ease of computational and interpre-
tational processing. Still, the approach is superior - assuming the
Wikipedia definition - to the state of the art method in accuracy,
coverage and the meaningfulness of the found reverts, as we will
discuss in Section 5.

4.2 Algorithm
To operationalize the actions of the editors we use added and

deleted word tokens, i.e., character chains separated by white spaces.
We operate on the wiki syntax, not on the front-end article content.

Before taking a look at the specific word changes of an edit, we
eliminate unchanged paragraphs from the preceding and current re-
vision in order to reduce the amount of text that has to be collated
via rather costly text difference comparisons (DIFFs). We first split
up the syntax text into paragraphs via double line breaks. Each
paragraph is assigned an MD5 hash value. When comparing the
preceding and current revision, all paragraphs with matches in their
hash values are discarded for the next step, as they were not altered
by the edit leading to the current revision.17 As most edits change
no more than one or two paragraphs, this pre-filtering step proved
to yield significant runtime improvement during testing of our al-
gorithm.

To compare the remaining (edited) paragraphs, text difference
comparisons are used.18 The location of the word tokens within
the article text is not taken into account, i.e., the revision content

16As noted earlier, the modeling of a social network at the level
of individual articles was the main motivation for devising a new
revert detection method.

17According to our definition, we do not count simple rearrange-
ments of text as reverts.

18To find reverts adhering to our definition using DIFFs does suffice.
We do not rule out adding other methods in a next step to increase
the performance of our method further. We discuss this shortly in
Section 7.

is treated as a bag-of-words. For every edit Bn in the article his-
tory, we check via text DIFFs if its previous i edits An−1 to An−i,
performed the exact opposite of a subset of actions of Bn, starting
with An−1. The maximum scan-range i is in our example set to 20
previous revisions (we discuss the size of i in Section 5). If a nega-
tive matching subset is found in An−1 we do not look for the same
subset in the following An−2 to An−20, as the action of An−1 can
only be undone once. In the next step, a content list for B is gen-
erated, containing the revision identifiers of all revisions still part
of the article text. If no negated subset was found in the previous
20 edits, solely the ID of the revision produced by edit B is added
to the content list. If one or more of the previous 20 edits contain
a negated subset of B, then the revision ID of those edits An−i

is removed from the content list for B. If B, on top of reverting
other edits, added or deleted additional content that does not have
a matching negative subset in the previous 20 edits, its revision ID
is also added to the content list. Table 2 illustrates the procedure.

When performing the computation discussed above, we filter
out so called ‘blankers’ from the list of possible reverting edits.
Blankers are edits deleting the whole content of an article, which
should not be treated as common reverting edits, as their behavior
cannot be interpreted as an intentional act aimed at undoing the spe-
cific edits whose added content they delete. Rather, the vandalistic
intention is aimed at harming the article as a whole.

Comparing revisions 1 to 5 in Table 2 with the example in Table
1 shows that, with our method and adhering to our definition, revi-
sion 5 is only reverting revision 3, while revision 4 is reverting re-
vision 2. This indicates higher accuracy (according to Wikipedia’s
definition) in comparison to SIRD. With our method, we addition-
ally detect the revert by revision 8 of revisions 6 and 7, where no
duplicate revisions can be found. This means our method is poten-
tially able to find more reverts than SIRD.

There are many other examples of reverts where our method can
extract much more meaningful revert information compared to the
baseline approach.19 One very frequently occurring scenario is the
repair of a vandalistic revision by several subsequent revisions, all
trying to recreate the revision before the vandalism occurred. If the
last one in this row of repair edits recreates the last vandalism-free
revision, all other repair edits will be marked as reverted with the
SIRD method, although each of the edits did only a partial revert.
With the DIFF method and the definition introduced earlier in this
section, we do not incorrectly assign reverts in this setting.20

Note as well that, if using a different definition (e.g., the full
Wikipedia definition), our algorithm can be adapted to find partial
reverts in addition to full reverts, covering scenarios as the revert
of edit 8 in Table 2. As the DIFFs between revisions are already
calculated in the current implementation of the method, it is only

19We identified a large number of theoretical and practical cases by
hand, where reverts do not produce identic revisions or where the
simple SIRD approach is imprecise. They are not all listed here
because of space constraints.

20An example: let the actions by edit 8 in Table 2 be considered van-
dalism. We then assume that edits 9, 10 and 11 are trying to repair
damage caused by edit 8. While edits 9 and 10 overlooked some
vandalistic effects, edit 11 eventually restores the last vandalism-
free revision 7. In this case, the SIRD algorithm would have as-
signed edit 11 as the reverting edit of edits 8, 9 and 10, although,
according to Wikipedia’s definition, at least the actions of edits 9
and 10 were not undone. That means that we, on the one hand, do
not detect the revert of edit 8 (false negative), but on the other hand,
avoid detecting false-positives, i.e., the revert of 9 and 10 by edit
11. As vandalism reverting is a very common activity in Wikipedia,
we assume the trade-off is positive.



Table 2: Example of the result of the improved revert detection method
Edit Revision content Words deleted/added Content list Detected reverts

number (text) (actions taken) in the edit (revision ##)
1 Zero +‘Zero’ 1
2 Zero Apple Banana +‘Apple’ +‘Banana’ 1;2 Reverted by 4
3 Zero Apple Banana Coconut Date +‘Coconut’ +‘Date’ 1;2;3 Reverted by 5
4 Zero Coconut Date -‘Apple’ -‘Banana’ 1;3 Reverting 2
5 Zero -‘Coconut’ -‘Date’ 1 Reverting 3
6 Zero Fig +‘Fig’ 1;6 Reverted by 8
7 Zero Fig Grape +‘Grape’ 1;6;7 Reverted by 8
8 Zero Huckleberry -‘Fig’ -‘Grape’ +‘Huckleberry’ 1;8 Reverting 6, 7
9 Zero Huckleberry Grape +‘Grape’ 1;6;8

10 Zero Huckleberry Fig Grape +‘Fig’ 1;6;7;8
11 Zero Fig Grape -‘Huckleberry’ 1;6;7

necessary to build the content list on a word token basis instead of
a revision ID basis.

4.3 Implementation
We implemented the SIRD approach and our new algorithm in

Python.21 To decrease runtime, we parallelized the algorithms us-
ing the Wikimedia Utilities by Aaron Halfaker, which provide a
high-performance framework for analyzing large amounts of Wiki-
pedia data.22

The input for both algorithms is a list of all revisions for a given
article, consisting of the revision ID and the text of the revision.
Both scripts also implement the detection of blankers, as noted ear-
lier. For generating the text DIFFs, the “difflib” library of Python
is used, as it correctly produces the needed revision differences.

Whereas the hashing algorithm as part of SIRD runs very effi-
ciently (new content hashes are compared to previous ones), the
new algorithm produces results much slower (it is quadratic over
the number of words in the DIFFs). As in this work, we focused on
showing the qualitative differences of the detected revert relations
between the two methods, we optimized the runtime of our algo-
rithm only to a certain extent. There are a number of pre-filtering
techniques we are about to implement in future work, as pointed out
in Section 7, which will potentially decrease the execution time fur-
ther. Also, the algorithm needs to be executed only once for each
revision and the resulting DIFFs can be saved and made accessi-
ble as metadata to the Wikipedia article revisions, so that repeated
calculations (for example with a different revert definition) can be
performed at much shorter runtimes, as the DIFF execution is the
most computationally expensive part.

5. EVALUATION
We evaluated both the accuracy and the coverage of the reverts

found by the DIFF method against the baseline SIRD approach.

5.1 Accuracy evaluation
For comparing the accuracy of the revert detection we set up a re-

vert assessment survey with Wikipedia editors.23 Only Wikipedia
21Both scripts are available under an open-source license from
http://people.aifb.kit.edu/ffl/reverts/

22
https://bitbucket.org/halfak/

wikimedia-utilities/wiki/Home

23All participants were asked if and how long they had been an ed-
itor. All were editors who performed reverts on a regular basis
themselves. We asked for the length of their tenure as editor and
their experience with reverts, which both had no significant impact

editors were chosen as we are interested in results that conform
with what the Wikipedia community perceives as a revert. The
survey was conducted for 11 days in October 2011. Participants
were recruited through several internal Wikipedia outlets such as
the Community Portal and the Village Pump.24 We set up two sam-
ples of 20 assessment steps to be evaluated by the participants.25

The first sample (referred to as sample A) of 20 assessment steps
consisted of 9 edit pairs detected as a revert only by the DIFF
method, 9 detected only by the SIRD method and, as a control
group, 2 pairs detected by both methods in the same way. 29 users
completed this first sample and all assessment steps.26 The second
sample (sample B) consisted of 8 edit pairs detected as a revert
solely by the DIFF method, 8 detected only by the SIRD method
and 4 pairs detected by both methods. 16 participants, distinct from
the assessors of the first sample, completed all steps in this sam-
ple.27

The samples were designed to include more SIRD- and DIFF-
only edit pairs than results identified by both approaches, because
the aim of the evaluation was to compare them against each other.
The samples of 9, 9, 2 (A) and 8, 8, 4 (B) edit pairs, respectively,
were randomly drawn from the pool of all unique revert-pairs de-
tected by the two methods in five randomly selected Wikipedia ar-
ticles. To generate the edit pairs, the number of i previous revisions
to be scanned for reverted edits (as explained in Section 4.2) was
set to 20.28

on the answers. We also have no reason to believe the self-selection
of participants introduced a bias in the answers.

24Community Portal: http://en.wikipedia.org/wiki/

Wikipedia:Community_Portal

Village Pump: http://en.wikipedia.org/wiki/

Wikipedia:Village_pump (both accessed 25.10.11).
25We preferred to restrict the number of assessment steps to 20, as
first tests showed that participants did otherwise abort the survey
prematurely due to its perceived over-length.

26Nine users were excluded in total from the two samples, as they
aborted the survey after only one or two questions. This was done
to prevent a potential bias in more and possibly different answers
for earlier questions.

27Unfortunately, no more than 16 participants volunteered to com-
plete the assessment steps for sample B, which was set up after 29
users completed sample A. The number of edit pairs detected by
both methods was raised slightly sample B to get assessments for a
bigger sub-sample of these edits.

28The rationale behind this design decision was that an intentional
revert targeting specific content is likely to happen within a limited
window of edits after the original edit took place, as changes stay in
focus of the community (and the change logs) for a limited amount

http://people.aifb.kit.edu/ffl/reverts/
https://bitbucket.org/halfak/wikimedia-utilities/wiki/Home
https://bitbucket.org/halfak/wikimedia-utilities/wiki/Home
http://en.wikipedia.org/wiki/Wikipedia:Community_Portal
http://en.wikipedia.org/wiki/Wikipedia:Community_Portal
http://en.wikipedia.org/wiki/Wikipedia:Village_pump
http://en.wikipedia.org/wiki/Wikipedia:Village_pump


Figure 1: Screenshot of an assessment step in the survey

An assessment step consisted of two text DIFFs, exactly as known
from the Wikipedia revision history feature.29 Figure 1 depicts a
sample assessment step. The first DIFF, shown on the top of the
page, represented edit 1 (the DIFF showed what was changed by
edit 1). The second DIFF depicted edit 2, which was a subsequent
edit from the same article identified as the reverting edit of edit 1 by
one of the revert detection methods. The use of colors and the “+/-”
signs were adapted without changes from Wikipedia, as explained
on the respective “Help:Diff” page.29

Participants were asked if, according to the Wikipedia definition
of a revert, edit 2 had reverted edit 1. The answer options included
‘Full revert’, ‘Partial revert’, ‘No revert’ and ‘I don’t have a clue.’.
The participants were provided with the Wikipedia revert defini-
tion in each assessment step (omitted in Figure 1) and were par-
ticularly asked to apply this definition in their assessment, and not
their own definition, if different. At the end of the survey we asked
the respondents if the Wikipedia definition conformed with their
own definition of a revert, on a Likert-scale from 1 (no agreement)
to 5 (full agreement). 17 editors answered this question, with 15
voicing full agreement and two agreeing only partly (scores 2 and
3).

For each of the two samples, containing 20 edit pairs each, the
overall agreement of the participants that the corresponding pair
was either a full revert, a partial revert or no revert, was computed.
The assessed edit pairs received 29 (16) votes, distributed over the
three revert types (or “I don’t have a clue.”).30 Consequently, the

of edits. This was confirmed through additional evidence collected
by manual assessment we conducted. From this assessment, we
had good reason to assume maximum accuracy at i = 20.

29
http://en.wikipedia.org/wiki/Help:Diff

(accessed 01.11.11).
30Numbers of sample B are put in brackets, henceforth.

Figure 2: Boxplot comparison of the means of agreement score
between all three methods, grouped by indicated type of revert
for sample A (25th and 75th percentiles as box, 1.5x interquar-
tile range (IQR) as whiskers, outliers > 1.5*IQR, extremes >
3*IQR)

revert types could achieve a score from 0 up to all 29 (16) partici-
pants agreeing in each assessment step. Figure 2 and Table 3 show
the average agreement of participants over all edit pairs for each
of the two methods and each of the three types of revert.31 When
asked if the displayed edit-pair was a full revert, in the mean 22.4
(12.6) of the participants expressed their agreement for the pairs
found only by the DIFF method, while only 7.4 (3.8) did so for the
edit pairs detected only by the SIRD method. This difference in the
agreement score means was significant at p < 0.01 (p < 0.01).32

When asked if an edit pair was a partial revert, the agreement was
at a mean of 6.7 (3.9) for the SIRD method and at 1.2 (1.1) for
the DIFF method. With p < 0.1, this difference was, however, not
significant for sample A, but significant at p < 0.01 for sample B.
When asked if an edit-pair was no revert at all, i.e., a false positive,
a mean of 14.3 (8) participants agreed for the edit pairs detected
only by the SIRD, while only a mean of 5 (2.3) said so for the pairs
detected solely by our DIFF method. This difference was signifi-
cant, at p < 0.05 (p < 0.05). The means of agreement for the con-
trol group of the edit pairs found by both methods were generally
aligned with those of the new-method-only edit pairs in both sam-
ples, as they revealed no significant differences (therefore excluded
from the summary of results in Table 3). They were not aligned
with the means of the SIRD-only sample, as can be observed in
Table 3. For sample A, only the difference in the agreement scores

31The raw data of the survey answers can be found at
http://people.aifb.kit.edu/ffl/reverts/

The box plot for sample B was omitted as it showed very similar
agreement scores to sample A, thus yielding no additional informa-
tion other than confirming our previous findings.

32The mean agreement for the pairs found by both methods was 25
(14.8). It was significantly different from the SIRD-method-only
sample at p < 0.01, but not significantly different from the new-
method-only sample.

http://en.wikipedia.org/wiki/Help:Diff
http://people.aifb.kit.edu/ffl/reverts/


for full reverts differed significantly (p < 0.01), but for sample B,
all differences were significant. The means of agreement for the
answer “no clue” are not listed here as they were very low (< 0.6)
for both methods and samples and all revert types, and there were
no significant differences.

Table 3: Means of agreement scores for different methods and
revert types, for both survey samples

Sample A n Full Partial No
revert revert revert

DIFF only 9 22.4 1.2 5
Difference p < 0.01 p < 0.05
SIRD only 9 7.4 6.7 14.3
Difference p < 0.01

Both methods 2 25 1 3
Sample B n Full Partial No

revert revert revert
DIFF only 8 12.6 1.1 2.3
Difference p < 0.01 p < 0.05 p < 0.05
SIRD only 8 3.8 3.9 8
Difference p < 0.01 p < 0.05 p < 0.01

Both methods 4 14.8 0.8 0.3
Differences tested via Student’s T-test. P-values only shown where

significant with p < 0.05 and always depicting the differences
between means below and above. n stands for the number of

assessment steps/ edit pairs.

5.2 Coverage of revert detection
To evaluate the performance of our method against SIRD with

respect to the number of reverts detected, we analyzed a sample
of 5000 randomly selected articles, which were no redirect pages.
They contained a total of 392724 edits, which equals 77.116 bil-
lion possible combinations of edit pairs. The results were generated
via two scripts implementing the two methods under evaluation, as
described in Section 4.3. First, we report on the results produced
with a maximum scan-range of i = 20 previous revisions for iden-
tic hashes and, respectively, corresponding DIFFs, as used for the
accuracy evaluation in Section 5.1.

In total, 75278 unique edit pairs were detected as reverts in the
articles by the two methods. Of those reverts, 39816 were found by
both methods in the exact same manner, 14495 were found only by
the SIRD method, and 20976 were found only by the new method.
Table 4 gives an overview of the results. Thus, for 27% of the
reverts found by the SIRD, the new method found different reverts.
On top, the new method found about 12% more reverts than the
SIRD method. The runtime on a 2.80 GHz Intel Xeon, 4 core,
Debian Squeeze 64bit system with 8GB RAM, running with four
threads and measured with the Unix ‘time’ command was 4 min 16
sec for SIRD and 51 min 52 sec for the new method, respectively.

When carried out with a maximum scan-range of i = 50 and
i = 100, the number of reverts found by both methods as well as
the difference between the two methods grew considerably. The
new method found 19% and 24% more reverts, respectively, as can
be seen in Table 4. The table also shows the increase in runtime for
a larger size of the edit window.

5.3 Discussion of the evaluation results
Regarding accuracy, participants of the revert assessment agreed

that in the mean, for the new method, the found edit pairs are (1)
less often false positives, i.e., no actual reverts and (2) more often
full reverts than those pairs found only by SIRD.

When we consider the basic definition of a revert SIRD operates
with, and the scenarios in which this oversimplification can lead to
suboptimal revert classification, as demonstrated in Section 4, the
results make a strong case for the more accurate revert detection
offered by our method. The explanatory power of the results might
be to some extent impaired by the relatively small sample of as-
sessment steps and survey participants. Nevertheless, the high sig-
nificance of the key findings, and the fact that two distinct groups
of Wikipedians assessed two distinct sets of edit pairs in an almost
identical fashion speaks for the generalizability of the observations.
The survey results for the new DIFF method appear to be in accor-
dance with the part of the detected reverts which both methods are
able to find. It becomes clear from the answers of the editors that
the share of reverts that is solely identified by the SIRD method is
in the mean significantly more often wrong and finds considerably
fewer full reverts compared to the total number of reverts detected.

Looking at this number, the new method is able to detect from
12% (at i = 20) up to 24% (at i = 100) more reverts than SIRD.
When operating on larger editing windows the accuracy might de-
crease because the new method will more likely match negative
subsets of word tokens that were not meant to be reverted by the
potential reverting edit. An example would be the deletion of the
common word ‘a’ in such a case. If ‘a’ was introduced 6 edits ago,
it is more likely that this is the same ‘a’ that was deleted. If the
addition of ‘a’ is found, say, 99 edits ago, the likelihood of being
a revert target of the current edit is comparatively lower, as this
token could, for instance, be from a completely other part of the
text, could have been missed in a previous step of the DIFF calcu-
lation, and so on. This means that decreasing the window size in
this example would increase the likelihood to find an actual revert.

Nevertheless, at least for i = 20, we can postulate the following
based on the analysis of the evaluation: Given the result of a revert
analysis with the SIRD method on a set of edits, our method is able
to detect different revert-pairs that are significantly less likely to
be false-positives and more likely to be full reverts for 27% of the
revert-pairs detected by the baseline approach. In addition, the new
method finds 12% more revert-pairs of the same, higher accuracy
than does the SIRD method. Note that we excluded partial reverts
from the detection for this evaluation. The resulting number of
detected reverts would increase considerably when including these.

Another aspect that speaks in favor of the new method is the fol-
lowing: SIRD gives preference to detecting reverts that produce an
identical revision. This is more likely to happen when the rollback
function (see Section 2) is used, as rollbacks invariably return an
article to a pre-existing revision. It is less likely to happen for undo-
based and manual reverting. As the rollback function is available
only to administrators and editors with special rights, the majority
of editors has to make use of the remaining two procedures in order
to revert. It is therefore plausible that reverts detected via identical
revisions were conducted by a disproportionately high number of
users with special rights and administrators. In turn, the reverts
left undiscovered by SIRD are more prone to being carried out by
‘common’ editors. In this manner, SIRD introduces a bias towards
a special user group. So, even given a theoretical high accuracy in
detecting reverts that can be identified with identical hashes, this
bias would exists when relying solely on this method.

Looking at these results, it must be concluded that Wikipedia re-
search work that bases its inferences on data derived via the SIRD
method runs the danger of being missguided. Not fully acknowl-
edging these impairments or dismissing them as ignorable noise in
the data is more than tenuous; at least if the aim is to model the
complex dynamics in specific articles on a detailed and accurate
level.



Table 4: Number of detected reverts (edit pairs) in article sample by methods, with runtimes, for different levels of i
i Pairs detected by Gain by Total unique Detected by Det. only Det. only Runtime Runtime

SIRD DIFF DIFF detected pairs both methods by SIRD by DIFF SIRD DIFF
20 Absolute 54311 60783 6472 75278 39816 14495 20967 4m 16s 61m 52s

% - - 12 100 52.2 19.3 27.9
50 Absolute 55647 66115 10468 81714 40048 15599 26067 4m 27s 74m 22s

% - - 19 100 49.0 19.1 31.9
100 Absolute 56101 69549 13448 85604 40076 16025 29503 4m 45s 79m 01s

% - - 24 100 46.8 18.7 34.5

6. CONCLUSION
In this paper, we provided new substantial evidence that simple

revert detection via MD5 hash values is not sufficient to accurately
capture all relevant revert relationships between Wikipedia editors
and that these shortcomings seem to be more grave than generally
suspected in the research work that applies this method33. We pre-
sented a new method for the detection of reverts in Wikipedia which
compares edits based on the actions they undertake at the level of
word tokens added or deleted. Our method relies on a revert no-
tion which is closer to the official Wikipedia guidelines, and to the
general understanding of the Wikipedia community with respect to
reverting behavior.

As revealed by a user study, our method, without implementing a
very complex algorithm, is more accurate in identifying full reverts
as understood by Wikipedia editors. More importantly, our method
detects significantly fewer false positives than the SIRD method;
this is due to the simplified revert model the SIRD method operates
on, which does not perform optimally in practice when extracting
revert data for realistically modeling editor behavior in Wikipedia.
A limiting factor for these encouraging results is the fact that the
assessed samples of edit pairs and editors were by no means large.
However, the answers of two distinct groups of Wikipedians on two
distinct samples of edit pairs showed almost identical assessments.
Given these oberservations, combined with the key findings being
highly significant and an algorithm built on a solid theoretical foun-
dation, rooted in the Wikipedia community’s revert definition, we
are confident that our results can be further generalized. Concern-
ing the number of identified reverts, we found that an average 27%
of the revert pairs detected by SIRD are not accurate in the above
regard and that the DIFF method we developed can not only detect
the same amount of reverts with better accuracy, but on top finds
12% more revert pairs than the baseline approach.

While outperforming the baseline approach in terms of quality
of results, the major drawback of our algorithm is the increased
computational cost. As it is quadratic over the number of words in
the DIFFs, in its current implementation it might not be the tool of
choice if larger amounts of articles are to be analyzed; especially
in the case of complete history dumps of the large Wikipedias,
e.g., English, German or Spanish.34 For this purpose, SIRD has
the clear advantage of a shorter runtime. When used to compare
revert trends over time for a complete Wikipedia history dump or
large batches of articles to each other, the lack of accuracy may for
some research scenarios prove negligible in favor of computational

33It of course depends on the specific research work if and what
actual effect these shortcomings have on the eventual outcome of
that research.

34Of course, the calculated DIFFs (which require the majority of
the computational effort) can be reused once generated. But this
is of little practical implication as they are not available for many
articles yet.

efficiency.35 Still, when calculating relations between editors at the
article level and dealing with other tasks that require a in-depth
look on reverts, using SIRD introduces the risk of misinterpreting
and wrongly modeling revert actions. In particular, the editorial so-
cial system of an article, to be studied via social network analysis or
visualization, requires an accurate and complete capturing and de-
piction of what is happening among key editors and editor camps.
We are confident that research relying on SIRD for that purpose
due to the lack of alternatives [11] or proposing similar modeling
[6] will profit from the accuracy and coverage gain of our method.

We believe that our findings can be transferred to any other wiki
system that shows editor characteristics and functionalities simi-
lar to Wikipedia, given the Wikitext can be split into word tokens.
This, of course, has to be subject of further research.

7. FUTURE WORK
In order to improve the efficiency of our algorithm, we are exper-

imenting with additional pre-filtering techniques such as W-Shing-
ling[4] and Bloom filters[3], which we yet have to evaluate regard-
ing the quality of the results.

We are planning to continue our experiments investigating the ef-
fects of an increased maximum scan-range of revisions i (see Sec-
tion 4) on accuracy and coverage. Preliminary insights revealed
that choosing an edit frame size of 20 is likely to yield optimal
results.

Acknowledgements
The research leading to these results has received funding from
the European Union’s Seventh Framework Programme (FP7/2007-
2013) under grant agreement no. 257790, project RENDER.36 Spe-
cial thanks go to Andriy Rodchenko and Maribel Acosta of the KIT
Karlsruhe for their efforts regarding the implementation work.

8. REFERENCES
[1] T. Adler and L. Alfaro. A content-driven reputation system

for the Wikipedia. In WWW ’07: Proceedings of the 16th
international conference on World Wide Web, pages
261–270, 2007.

[2] T. Adler, K. Chatterjee, L. Alfaro, M. Faella, I. Pye, and
V. Raman. Assigning trust to Wikipedia content. In
International Symposium on Wikis, 2008.

35Given the generation of identical revisions through reverts stays
almost the same over time, which is not necessary the case when
new revert-features are introduced or abolished, as it is the case
with the rollback feature. In inter-article comparison, one has to
assume an equal production rate of identity reverts per revert in all
articles, in turn.

36
http://www.render-project.eu

http://www.render-project.eu


[3] F. Bonomi, M. Mitzenmacher, R. Panigrahy, S. Singh, and
G. Varghese. An improved construction for counting bloom
filters. In Algorithms – ESA 2006, volume 4168 of Lecture
Notes in Computer Science, pages 684–695, 2006.

[4] A. Z. Broder, S. C. Glassman, M. S. Manasse, and G. Zweig.
Syntactic clustering of the web. Computer Networks and
ISDN Systems, 29(8–13):1157–1166, 9 1997.

[5] M. D. Ekstrand and J. T. Riedl. rv you’re dumb: Identifying
discarded work in wiki article history. In The Fifth
International Symposium on Wiki’s and Open Collaboration,
Orlando, FL, Oct. 2009.
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